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Introduction and Motivation
 

IF: Iterative Fractional Optimization 
Algorithm

 

Result on a 2-D Problem

 

Result on a Feedforward Neural 
Network

• Feedforward neural nets often possess ill-conditioned 
Hessians and thus constitute an interesting test bed of 
problems.

• We consider the following single-layer perceptron

 

Schematic representation of the IF algorithm.

 

Fractional Calculus and ARFIMA 
Processes 
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