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Abstract
Objective. Electrical neurostimulation is an increasingly adopted therapeutic methodology for
neurological conditions such as epilepsy. Electrical neurostimulation devices are commonly
characterized by their limited sensing, actuating, and computational capabilities. However, the
sensing mechanisms are often used only for their detection potential (e.g. to detect seizures), which
automatically and dynamically trigger the actuation capabilities, but ultimately deploy prespecified
stimulation doses that resulted from a period of manual (and empirical) calibration. The potential
information contained in the measurements acquired by the sensing mechanisms is, therefore,
considerably underutilized, given that this type of stimulation strategy only entails an
event-triggered relationship between the sensors and actuators of the device. Such stimulation
strategies are suboptimal in general and lack theoretical guarantees regarding their performance.
Approach. In order to leverage the aforementioned information, harvested during normal
sensing-actuating operation, we must consider a real-time feedback (closed-loop) strategy. More
precisely, the stimulation signal itself should automatically adapt based upon the state of the
neurophysiological system at hand, estimated from data collected in real-time through sensors in
the device.Main results. In this work, we propose a model-based approach for (real-time)
closed-loop electrical neurostimulation, in which the evolution of the system is captured by a
fractional-order system (FOS). More precisely, we propose amodel predictive control (MPC)
approach with an underlying FOS predictive model, due to the ability of fractional-order dynamics
to more accurately capture the long-term dependence present in biological systems, compared to
the standard linear time-invariant models. Furthermore, MPC offers, by design, an additional layer
of robustness to compensate for system-model mismatch, which the more traditional strategies
lack. To establish the potential of our framework, we focus on epileptic seizure mitigation by
computational simulation of our proposed strategy upon seizure-like events. Lastly, we provide
evidence of the effectiveness of our method on seizures simulated by commonly adopted models in
the neuroscience and medical community present in the literature, as well as real seizure data as
obtained from subjects with epilepsy. Significance Our study thus paves the way for the
development and implementation of robust real-time closed-loop electrical neurostimulation
which can then be used for the construction of more effective devices for epileptic seizure
mitigation.
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1. Introduction

Electrical neurostimulation refers to the activation
or modulation of part of the nervous system for the
mitigation of neurological disorders. Although neur-
ostimulation has become an important therapeutic
method associated with disorders of the central or
peripheral nervous systems, we are still in the early
days of understanding the delicate balance between
the sensing, actuation, and computational capab-
ilities of electrical neurostimulation devices. Many
of these aforementioned devices use pre-determined
actuation strategies which leaves a lot of scope for
the development of real-time actuation strategies that
accommodate for changes in the data captured by the
sensors.

In healthcare applications, electrical neurostim-
ulation brings the promise of enabling continuous
interaction with patients, toward ensuring or enhan-
cing the individual’s quality of life. As a consequence,
electrical neurostimulation possesses the potential to
lower healthcare costs for prevention and therapies
associated with chronic diseases (e.g. neurological
disorders and diseases such as epilepsy, Alzheimer’s,
and Parkinson’s). To fulfill its promise, a coher-
ent model-based theory should be devised, allowing
us to capture the spatiotemporal nature of human
physiological processes. By doing so, personalized
neurostimulation schemes (i.e. specific to the indi-
vidual’s physiology) can be implemented to perform
continuousmonitoring and risk assessment of abnor-
mal behavior that will enable a real-time response
from the controlling device (e.g. an electrical neur-
ostimulator).

In the context of neurophysiological signals,
temporal fractional properties in both health and dis-
ease states have become apparent and with a huge
potential for clinical applications [1–7]. Geometric-
ally, such properties entail self-similarity of signals
at different time scales. Practically, this leads sig-
nals to become non-stationary and to possess long-
term memory dependencies with themselves, with
the backward-decaying weights of such dependen-
cies following a power-law distribution [8]. Non-
etheless, only recently have dynamical spatiotemporal
fractional models been proposed as a tool to model
neurophysiological signals suitable to deal with struc-
tured data and to equip us with modeling capabilit-
ies that capture spatial (i.e. the contributions of the
signal’s components into each other) and temporal
long-range memory through the so-called fractional-
order coefficients associated with the power-law
exponents [9–15], and possibly under unknown
unknowns [16, 17].

Notwithstanding the above, the main advent of
model-based approaches is that we can understand
how an external signal or stimulus would craft the
dynamics of the process. Simply speaking, it enables
us to design a sequence of interactions (i.e. a control

strategy or law) with the system such that we can
steer its dynamics toward satisfying desirable prop-
erties. That said, due to the highly dynamical nature
of the neurophysiological processes, it is imperative
that we consider feedback mechanisms [18]. In other
words, we need to leverage the continuous flow of
measurements of the system to tune (for the indi-
vidual’s process) the control strategy. A particularly
successful strategy that has achieved remarkable suc-
cess in several engineering applications is the strategy
of model predictive control (MPC) that consists of
three key ideas [19–24]: (i) a model-based approach;
(ii) capability of predicting the evolution of the sys-
tem and its states upon a devised feedback control
strategy that aims to optimize an objective that encap-
sulates the risk assessment of abnormal behavior;
and (iii) receding finite-horizon re-evaluation of the
control strategy performance devised in the previous
point.

In the context of neurophysiological processes, we
propose to leverage fractional-order models to equip
us with the aforementioned prediction and control
capabilities that go hand in hand with the closed-
loop design of neurostimulators. As a consequence,
we will be able to develop stimulation strategies that
will minimize the overall duration and/or strength
of seizures (i.e. we aim to mitigate their effect).
Notwithstanding, we believe that similar design
and strategies can be envisioned in other contexts
where closed-loop deep-brain electrical stimulation
is available—Parkinson’s [25, 26], Alzheimer’s [27],
depression [28, 29], and anxiety [30], just to mention
a few.

To summarize, in what follows we introduce in
a pedagogical manner the control mechanisms to
be deployed as part of future neurophysiological
cyber-physical systems, with particular emphasis on
electrical neurostimulation for epilepsy. Ultimately,
the integration of these design features will lead to
more reliable neurostimulators that will immediately
improve, or otherwise bring a positive impact, on the
quality of life of the patients that qualify for the use of
such technologies.

2. Data andmethods

2.1. Epilepsy and neurostimulation
Epilepsy is a neurological disorder that, according to
the Michigan Epilepsy Foundation, affects roughly
1% of the American population (with similar rates
worldwide). Nearly 4% of Americans will develop
some form of epilepsy during their lives, and it is
the fourthmost common neurological disorder in the
United States after migraine, stroke, and Alzheimer’s
disease [31, 32]. Epilepsy is characterized by a pre-
disposition to (epileptic) seizures and their associated
consequences. Seizures are often associated with epis-
odes of abnormal, excessive, and/or highly synchron-
ized brain activity, which often result in a temporary

2



J. Neural Eng. 17 (2020) 066017 S Chatterjee et al

disturbance in brain function (e.g. motor, sensory,
and mental faculties) [33].

To monitor seizures, we can use standard brain-
wave monitoring technologies such as the electroen-
cephalogram (EEG) and intracranial electroenceph-
alogram (iEEG). Both of these monitoring technolo-
gies have their foundations on the similar principle of
using electrodes to measure electric potential differ-
ences (voltages) that roughly translate to local brain
activity. More precisely, in EEG, the electrodes are
placed in direct contact with the scalp of the patient,
whereas for iEEG, the electrodes are typically distrib-
uted among a thin rectangular grid, which is then
placed in direct contact with neural tissue at the top of
the brain through a surgical procedure. For instance,
in figure 1, we can observe the start of a seizure-like
period of activity using iEEG at around time t= 20 s.
The period shortly before a seizure is often referred to
as a pre-ictal period. These readings can also be ana-
lyzed in several other ways, both by visual inspection
and by more quantitative methods [34].

2.2. Categories of seizures and epilepsy
Seizures can be categorized in several ways, one of
which is concerned with whether the seizure origin-
ates from an isolated region on a single hemisphere
of the brain (this is known as a partial, focal onset, or
localized seizure), or if they affect both hemispheres
from the start (this is known as a generalized ormulti-
focal seizure). The region of origin of a seizure is called
the epileptogenic zone, and the period for which it lasts
is referred to as the onset. There are further categories
and subcategories for seizures and for epilepsy (based
on the nature of the seizures), depending on whether
or not the seizures include impaired awareness or
motor function, convulsions, loss of consciousness,
muscle jerks or stiffness, among others—see more
details in [35].

2.3. Treatment of epilepsy
Several treatment options are available for epilepsy,
whose success depends upon several factors such
as age and type of seizures/epilepsy. For instance,
a large portion of patients who suffer from con-
vulsive seizures are successfully treated through anti-
convulsant medication [36]. Many other patients
report similar success for various other anti-seizure
medications. For patients who do not respond well
to medication or whose seizures are otherwise diffi-
cult to treat (associated with refractory epilepsy), we
face a so-called critical, intractable, or resistant form
of epilepsy, which is currently treated by either resec-
tion (i.e. surgical extraction) or electrical stimulation
of the brain. The latter is known as (electrical) neur-
ostimulation, and consists of the administration of
small doses of currents applied, for example, to the
vagus nerve [37, 38], the cortex [39], or the anterior
nucleus of the thalamus [40, 41]. Additionally, stim-
ulation may also be applied deeper into the brain in

specific regions, which is commonly referred to as
deep brain stimulation (DBS) [42]. In particular, for
patients who suffer from focal epilepsy with a known
seizure focus or epileptogenic zone, then, most com-
monly, the electrical stimulation is applied directly
over these regions [43].

2.4. Electrical neurostimulation
Different strategies exist for electrical neurostim-
ulation, which include open-loop and closed-loop
strategies (also known as brain-responsive neurostim-
ulation) that are carried out by an implementable
device referred to as a neurostimulator. The neur-
ostimulators are supplied with intracranial electrodes
to measure brain activity and deliver current storage
through an array of capacitors corresponding to the
electrical stimuli.

Open-loop neurostimulation consists of any
neurostimulation strategy that does not utilize cur-
rent brain activity data to regulate the stimuli applied
to the patient’s brain. For instance, continuous DBS
is a standard open-loop neurostimulation treatment
option for Parkinson’s disease [44], in which the elec-
trical stimulation is continuously applied through
a surgically implanted device, either during pre-
specified periods of the day (such as in the morning
or at night) or throughout the entire day.

On the other hand, closed-loop (brain-
responsive) neurostimulation consists of neurostim-
ulation treatments based on automatic electrical
stimulation directly influenced by the present (real-
time) behavior being observed through continu-
ous recording of brain activity. Past data can also
be used in this strategy, but due to limited storage
memory, these neurostimulation mechanisms are
usually designed to depend exclusively on the actual
recorded and stored data at a given time, consisting of
a finite temporal window ranging from a fixed num-
ber of past instances of discretized time to the present
measurement.

2.5. Neurostimulator for epilepsy
Currently, in the USA, examples of the U.S. Food
and Drug Administration approved neurostimu-
lators for epilepsy (i.e. to mitigate seizures) are
the RNS® ( responsive neuro stimulation) sys-
tem [45] (developed by the company NeuroPace®)
andMedtronic’s DBS system. The former differs from
the latter in that it is a brain-responsive (as compared
to open-loop) strategy. The RNS® device manufac-
tured by NeuroPace® consists of a battery pack and
a small processor, a lead strip containing four con-
nected electrodes, and either an additional strip or a
lead tube that is inserted deep into the brain. In the
first case, the two strips are typically placed symmet-
rically to the localized seizure focus. For the second
configuration, the single strip is placed directly on the
seizure focus. For the purpose of this work, we will
exclusively focus on the single-strip configuration.
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Figure 1.Multivariate 4-channel iEEG signal depicting the start of a seizure in a subject suffering from epilepsy. The clinical
seizure onset is 20 s into the iEEG segment and the offset is 20 s before the end of the sample. This data was collected from a
subject undergoing a secondary generalized seizure.

The RNS® is programmed with algorithms that
attempt to detect when a seizure is in progress—see
the recent survey on detection methods in [46]. As
soon as a seizure is detected, the device will stim-
ulate the brain at the location of one (or more) of
the intracranial electrodes by generating a biphasic
voltage pulse through an integrated voltage generator
circuit, which, in turn, translates to small stimulating
currents. The voltage generator contains program-
mable waveform (e.g. rectangular and sinusoidal),
amplitude, frequency, phase, and duration [39, 47].
Despite the closed-loop nature of the RNS® system,
the various parameters that characterize the stimula-
tion signal are (currently) not dynamically adapted to
reflect an optimal control strategy based on the data
that is currently being measured.

2.6. Fundamentals of state space and feedback
control theory
In dynamical systems theory [48, 49], state-space
models describe the evolution over time of dynamical
systems through a finite set of time-dependent vari-
ables (or signals) x1(t), . . . ,xn(t) ∈ R called state vari-
ables, or (collectively) the state vector x(t) ∈ Rn. The
state vector is usually understood as a minimal col-
lection of variables that contains a sufficient statistic
of the system (i.e. the entire future of the system can
be fully predicted, apart from possible noise signals).
Simply speaking, knowledge of x(t0) and the model
suffices to fully predict x(t) for every t≥ t0.

For the purposes of this paper, the first N com-
ponents of x(t) may correspond to the measure-
ments from an N-channel iEEG sensing technology.
For instance, for the standard configurations of the
RNS® system with two intracranial electrode strips,

we will have N = 4 channels. Notwithstanding, we
may have n ≥ N state variables, with the remaining
n−N state variables representing hidden or latent
signals that influence, directly or indirectly, the evolu-
tion ofmeasured signals and thus, the underlying sys-
tem itself.

While state variables are usually described as
temporal signals in the majority of the literature,
in certain areas, they may also be spatio-temporal.
The spatial component may be included as either
additional independent variables of the state vari-
ables or by a mapping of some subset of the state
variables to spatial locations such as in the iEEG
case, in which each state variable corresponds to
the concrete physical location of its corresponding
electrode [50].

The evolution of a neurophysiological system is
often modeled through a system of first-order ordin-
ary difference equations

xk+1 = f(k,xk) (1)

for k ∈ Z+, where f : Z+ ×Rn → Rn is a known
function. However, identifying and mathematically
modeling the respective relationships between all the
hidden signals that relate to the actually measured
brain signals is currently a fundamentally intractable
task. For this reason, we will adopt the common per-
spective in which the state variables will be exclusively
constituted by the N measurable brain signals (one
for each channel), and the influence of external sig-
nals will be modeled as additive noise, which can be
described by

xk+1 = f(k,xk)+wk (2)
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for k ∈ Z+. It is important to notice that, whether
the noise signal wk is modeled as a random vector
or just an unknown deterministic signal, the initial
state is insufficient to make an accurate prediction
of the evolution of the system due to the unknown
disturbance. In this paper, as in many other applic-
ations, we will model wk as additive white Gaussian
noise (AWGN).

A core problem in state-space control theory [51]
is that of determining how (or if it is even possible)
to steer the state of a system from its initial state
xinit ∈ Rn toward a particular desired state xdes ∈ Rn

through a finite number of manipulated input signals
administered on the system. In the context of the
present work, the input corresponds to an exogen-
ous electrical stimulus [52, 53]. Specifically, we focus
on the electrical stimulation scenario for epileptic
seizure mitigation, where the control objective is to
steer the state of the neurophysiological system (i.e.
its iEEG recordings) away from a period of seizure-
like activity.

The vector input signal (which lumps together all
input signals at a specific time) is denoted by uk ∈ Rnu

for k ∈ Z+. If the choice of the input signal has the
potential to perturb the dynamics of the system, then
our state-space model now becomes of the form

xk+1 = f(k,xk,uk), (3)

where now f : Z+ ×Rn ×Rnu → Rn. Therefore, the
evolution of the system is fully determined by the state
vector, and now the control input being applied. As a
consequence, every measurement we take on the sys-
tem (obtained through the use of sensors) can be typ-
ically modeled as a function of the current state and
input. For instance, in our working electrically stimu-
lated neurophysiological system, we may utilize each
electrode as both a sensor and an actuator because
they are designed for convenient conductance of elec-
tric charges. However, each electrodemay not be used
simultaneously as both a sensor and an actuator for
reasons of interference.

Mathematically, we may consider each electrode
as a sensor whose measurements can be written
as yi,k = hi(xi,k,ui,k) such that hi(x,0) = hi,const and
hi(x, u)= u for y ̸= 0, where xi,k and ui,k denote,
respectively, the ith electrode’s theoretical reading
and voltage input. In other words, if no stimulation
is being applied at time step k=K (i.e. ui,K = 0),
then the measured value will be yi,K = hi(xi,K,0) =
hi,const. On the other hand, if an electrical stimu-
lus is being applied (i.e. ui,K ̸=0), then the meas-
urement is uninformative of the state of the sys-
tem (i.e. yi,K = hi(xi,K,ui,K) = ui,K). Alternatively, we
may consider a model such as yi,k = hi(xi,k,ui,k,wi,k),
with hi(x, u,w)= x+ uw andwi,k denotes a stationary
white process, so that xi,K can be precisely retrieved
from yi,K if ui,K = 0, whereas it can only be estimated
with deteriorating estimation quality as ui,K increases.

From a physical perspective, this situation boils down
to modeling the interference of the electrical simu-
lation as increased noise on the attempted measure-
ment of the theoretical electrode’s reading.

In state-space systems theory, we typically assume
our measurements to be temporal signals lumped
together as a vector output signal, which will be
denoted as yk when working in discrete time. In par-
ticular, they are often modeled, in general, as

yk = h(k,xk,uk), (4)

where h : T+ ×Rn ×Rnu → Rny is a known func-
tion. Such measurements may be used for a variety
of tasks, most importantly of which includes state
estimation [51]. When conducted in real-time, state
estimators may be used to regulate the input signal in
order to achieve the desired control. This occurs since,
naturally, the underlying known input–output rela-
tionship (possibly affected by noise) is known, and
the measurements typically contain partial informa-
tion regarding the current state of the system, since
the initial state may be unknown, or process noise
may be present. Furthermore, there could also be a
mismatch between the real system and its mathem-
atical model, which may lead to poor control laws,
when these are designed in open-loop. In otherwords,
designed without providing the controller access to
any output signal.

State-space systems constructed in the fashion
described above, where the control input is automat-
ically and explicitly determined based on the meas-
ured signals (i.e. the output signal), are referred to
as closed-loop (or feedback) systems. In other words,
uk = g(k,yk) for discrete-time systems. Furthermore,
the optimal control law (i.e. the stimulation strategy)
should be determined toward satisfying a specified
goal that is encoded as part of an optimization prob-
lem. For the purposes of this paper, the control
objective will be to steer measured brain signals dur-
ing an ictal period toward a normal range of activity
through electrical stimulation. As such, the optimiza-
tion problem will encode and penalize the difference
with respect to the goal, as well as account for the total
use of the actuation (i.e. electrical stimulation).

2.7. Fractional-order systems
For many biological systems, the state-space models
discussed so far are insufficient to accurately capture
the real evolution of the systems for anything other
than a very small interval of time into the future,
given that the current state of the system may have
a non-negligible dependence on several past states, or
even from the states ranging from the entire period
of time so far. For these reasons, we introduce the so-
called (linear) fractional-order system (FOS) models,
described as follows:

∆αxk+1 = Axk +Buk +wk, (5)
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Figure 2. Sample autocorrelation function profile of a seizure simulated by the Jansen–Rit neural mass model [61]. The slow
non-exponential decay with non-negligible values even at long lags are characteristic of processes having intrinsic long-term
memory. The lag is represented as multiples of the reciprocal of the sampling frequency f s, with f s = 1000 Hz.

where A ∈ Rn×n is the state coupling matrix and
α ∈ Rn

+ is the vector of fractional-order coefficients.
Simply put, larger values of the fractional-order coef-
ficients imply a lower dependency on the previous
data from that state (i.e. a faster decay of the weights
used as linear combination of previous data). The sig-
nal uk ∈ Rnu denotes the input corresponding to the
actuation signal and the matrix B ∈ Rn×nu is the input
matrix that scales the actuation signal. The term wk

denotes a sequence of independent random vectors,
each following a normal distribution N (0,Σ) with
the covariance matrix Σ ∈ Rn×n. These models are
similar to classical discrete-time linear time-invariant
system models with the exception of the inclusion
of the fractional derivative, whose expansion and
discretization for the ith state, 1 ≤ i ≤ n, can be
expressed as

∆αixi,k =
k∑

j=0

ψ(αi, j)xi,k−j, (6)

where αi is the fractional-order coefficient corres-
ponding to the state i and

ψ(αi, j) =
Γ( j−αi)

Γ(−αi)Γ( j+ 1)
, (7)

with Γ(·) being the gamma function defined by
Γ(z) =

´∞
0 sz−1e−s ds for all complex numbers z

with R(z)> 0 [18] – see Supplementary Material
(https://stacks.iop.org/JNE/17/066017/mmedia) for
more details.

FOSs have found use in modeling complex spati-
otemporal dynamics interacting across varying time
scales in both space and time. Mechanisms where
there is a sudden and critical shift in dynam-
ics have been widely documented in the literature
from multiple points of view [54, 55]. The work
in [56] provides evidence that multiple time scale

adaptations in rat neocortical pyramidal neurons can
be explained using fractional differentiation phenom-
ena. Furthermore, in the domain of epileptic seizures,
we are aware of works that attempt to classify [57] and
predict [58] seizures using FOS theory.

A further convincing argument behind the use of
fractional-order models can be made as follows. The
non-negligible dependence of the current state of the
system on several past states can be well understood
from the sample autocorrelation functions (sACFs) of
the time series data that simulate an epileptic seizure.
We consider the sACFs of the time series seizure data
simulated by the models considered in this paper as
well as the data presented in figure 1. From figures 2–
5, we find that the said autocorrelation functions
demonstrate that their decay is algebraic and slower
than exponential such that the area enclosed by the
composite autocorrelation function curve is infinite.
Such slowly decaying autocorrelation functions with
non-negligible values even at long lags are typical of
processes having intrinsic long-range memory and
are modeled well with fractional derivatives [59, 60].

2.8. Fractional-order MPC
MPC is a control strategy that allows the control of
processes while satisfying a set of constraints. Hav-
ing its origins in the chemical process industry in the
1980s, MPC has been successfully used in fields such
as automotive engineering, aerospace, and the food
and beverage processing industry, to just mention
a few. At its core, MPC uses explicit process mod-
els (which may be linear or non-linear) to predict
how a plant will respond to arbitrary inputs. For
each instant of time, an MPC algorithm seeks to
optimize plant behavior in the future by computing
a series of control inputs over a time horizon called
the prediction horizon by solving an optimization
problem—often with constraints. Once this step is

6

https://stacks.iop.org/JNE/17/066017/mmedia


J. Neural Eng. 17 (2020) 066017 S Chatterjee et al

Figure 3. Sample autocorrelation function profile of a seizure simulated by the model described in Martinet et al [62]. The lag is
represented as multiples of the reciprocal of the sampling frequency f s, with f s = 500 Hz.

Figure 4. Sample autocorrelation function profile of a seizure simulated by the Epileptor model described in Jirsa et al [63]. The
lag is represented as multiples of the reciprocal of the sampling frequency f s, with f s = 1000 Hz.

complete, the computed control inputs correspond-
ing to the first subsection of the prediction horizon
(called the control horizon) are then sent to the plant.
This procedure is then repeated at subsequent control
intervals [21]. This receding horizon strategy impli-
citly introduces closed-loop feedback.

Subsequently, in this section, we propose a (state-
space) model-based approach where the predictive
model is obtained from a linear FOS. Based on
the state signal’s evolution predicted by the model,
and by regarding the impact of an arbitrary con-
trol input signal in the state’s evolution, we can set
out to adapt the stimulation signal in real-time by
choosing the parameters that lead to stimulation
signals within a safe range toward optimizing some
measure of performance that encapsulates the goal

of steering abnormal activity to normal ranges. In
general, however, our predictive model will not pre-
cisely match the real dynamics of the system. There-
fore, our proposed stimulation strategy will period-
ically re-evaluate the current estimated state and cor-
responding predictions, and re-compute the appro-
priate optimal stimulation strategy. MPC is equipped
with all the features mentioned above and tends to
be considerably more robust [64, 65] than other
(more classical) strategies like using fractional-order
proportional-integral-derivative controllers, a modi-
fication of a classical technique used in feedback
control theory, to suppress seizures simulated using
a linearized neural mass model [66].

In the fractional-order MPC framework which
we will use, we will focus on the design of a
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Figure 5. Sample autocorrelation function profile of the real seizure data presented in figure 1. The lag is represented as multiples
of the reciprocal of the sampling frequency f s, with f s = 512 Hz.

model predictive controller for a (possibly time-
varying) discrete-time fractional-order dynamical
system model

∆αxk+1 = Akxk +Bkuk +Bw
kwk, (8)

where wk denotes a sequence of independent and
identically distributed random vectors, following an
N (0,Σ) distribution (with the covariance matrix

Σ ∈ Rn×n) and Bw
k denotes the matrix of weights

that scales the noise term wk. The objective is to
design the feedback controller such that it minim-
izes a quadratic cost functional of the input and state
vectors over a finite time horizon P (the prediction
horizon). In other words, the objective is to determ-
ine the sequence of control inputs uk, . . . ,uk+P−1

that minimizes a quadratic cost function of the form

(cost function) minimize
uk,...,uk+P−1

E


P∑

j=1

∥xk+j∥2Qk+j
+

P∑
j=1

cTk+jxk+j +
P−1∑
j=0

∥uk+j∥2Rk+j


(constraints) subject to xk = observed or estimated current state

∆αxk+j+1 = Ak+jxk+j +Bk+juk+j +Bw
k+jwk+j, j= 0,1, . . . ,P− 1,

other linear constraints on xk+1, . . . ,xk+P,uk, . . . ,uk+P−1,

(9)

where Qk+1, . . . ,Qk+P ∈ Rn×n and Rk, . . . ,Rk+P−1 ∈
Rnu×nu are given positive semidefinite matrices. Here,
Q ∈ Rn×n is a positive semidefinitematrix if xTQx≥ 0
for every x ∈ Rn, and ∥x∥Q =

√
xTQx in that case.

For seizure mitigation via electrical neurostimula-
tion, we propose to useQj = In×n, cj = 0n×1, andRj =

εInu×nu with ε > 0 for all j, such that the objective
becomes largely to steer the total energy in the
expected value of the brain signals toward the smal-
lest amount possible—see Supplementary Material
for further details.

The quadratic term on the input, which
represents the electrical neurostimulation signal, is
intended to add a penalization term for stimulating

the patient too harshly, since this may be unsafe,
create discomfort for the patient, or result in harmful
psychological effects [67]. It is also interesting to note
that even if we need the estimation of the system
states in the above problem, the presence of a sep-
aration principle for discrete-time fractional-order
systems [68] gives us guarantees that we can perform
MPC with state estimation for these systems.

Note that, here, P is called the prediction horizon,
and the framework only deploys the control strategy
associated with the first M time steps (referred to
as the control horizon). Simply speaking, after we
reach state xk+M− 1, we update k with k+M− 1
and recompute the new solution. This way, we have

8



J. Neural Eng. 17 (2020) 066017 S Chatterjee et al

robust solutions, since, by design, the optimal strategy
is constantly being re-evaluated based on the short-
term control action implementation of a long-term
prediction [69].

3. Simulation results

In what follows, we propose to illustrate the use of the
fractional-order MPC framework for neurostimula-
tion in the context ofmitigating epileptic seizures.We
demonstrate the workings of the proposed approach
on four different experimental scenarios relying
primarily on iEEG data: (i) an iEEG signal demon-
strating an epileptic seizure simulated by the neural
mass model proposed by Jansen and Rit [61, 70];
(ii) an iEEG signal simulated by a neural field model
proposed in [62] that replicates the spatiotemporal
dynamics of a seizure; (iii) an iEEG signal simu-
lated by the phenomenological ‘Epileptor’model pro-
posed in [63]; and (iv) real-time iEEG signals for three
human subjects undergoing epileptic seizures. For all
of the above cases, we start by considering an epileptic
seizure captured by a linear FOS model whose para-
meters are obtained through a system identification
method using brainwave data obtained from iEEGs.

3.1. Epileptic seizure simulated by the Jansen–Rit
neural mass model
3.1.1. Brief description of the model
Although initially proposed to account for human
EEG rhythms and visual evoked potentials, the
Jansen–Rit neural mass model has also been used
to shed light on human epileptiform brain dynam-
ics [71, 72]. The Jansen–Rit neural mass model is
composed of three interacting subpopulations which
include the main subpopulation, the excitatory feed-
back subpopulation, and the inhibitory feedback sub-
population. The structure of the model is such that
the main subpopulation comprises cells that receive
neuronal signals in feedback from the excitatory
and inhibitory subpopulations (see Supplementary
Material for a detailed description of the model and
the standard parameter values used).

The use of neuralmassmodels akin to the Jansen–
Ritmodel in feedback control frameworks is well doc-
umented. The works in [66, 73–77] all use neural
mass models from the point of view of control theory
for the suppression of epileptic seizures. In what fol-
lows, wewill demonstrate the effectiveness of our pro-
posed control strategy on a seizure simulated by the
classical Jansen–Rit neural mass model with standard
parameter values—see Supplementary Material.

3.1.2. System identification through parameter
estimation on seizures simulated by the Jansen–Rit
neural mass model
First, we need to determine the parameters A and
α that model both spatial coupling and fractional
coefficients, respectively, that craft the evolution of

the state xk ∈ Rn in the FOS model

∆αxk+1 = Axk +Buk +Bwwk, (10)

with wk denoting AWGN. Since the system is single-
input-single-output (SISO), we have both A and α
to be scalars. To identify the parameters A and α, we
used the method proposed in [16]. The parameters
obtained are A=−0.0054 and α= 1.4881. Further-
more, we assume that B= 1 and Bw = 0.1.

3.1.3. Closed-loop electrical neurostimulation using
FOS-MPC
For the cost function in (9), we utilizedQk = In, Rk =
Inu , and ck = 0nu×1 (with n= nu = 1), to emphasize
minimizing the overall energy in the measured iEEG
signal, while penalizing slightly for overly aggressive
stimulation. Furthermore, we included a safety lin-
ear constraint of −5 ≤ uk≤5. Our predictive model
was based on a (p= 15)–step (15 ms) predictive
model approximation of the FOS plant (see Sup-
plementary Material), with a (P= 20)–step (20 ms)
prediction horizon and (M= 10)–step (10 ms) con-
trol horizon. The results are presented in figure 6,
which provide evidence that the proposed stimula-
tion strategy allows us to achieve amplitude suppres-
sion using a (time-varying) impulse-like stimulation
scheme. Note that the actuation signal uk kicks in at
about the 4 s mark in the figure.

3.2. Epileptic seizure simulated by the mean-field
model proposed byMartinet et al [62]
Next, we turn our attention toward a computational
model that uses traveling wave dynamics to cap-
ture inter-scale coupling phenomena between large-
scale neural populations in the cortex and small-scale
groups in cortical columns [62]. Modeling the com-
plex spatiotemporal dynamics of epileptic seizures is a
challenging task, primarily because of the interaction
of myriad scales in both time and space.

3.2.1. Brief description of the model
The neural field model proposed by Martinet et
al in [62] is a modified version of the mean-field
model proposed in [78] that seeks to explain the
phenomena, origin, and spatiotemporal dynamical
properties of seizure propagation and spike-and-
wave discharges. Additionally, their work advances
the hypothesis that increased diffusion of extracel-
lular potassium concentrations in space influences
the interlaced coupling of human seizures (see Sup-
plementary Material for additional details regarding
the model). In what follows, we will use the simu-
lated seizure data obtained from the aforementioned
model (see details in the Supplementary Material,
[62], and table I of [78]) and then consider our
closed-loop MPC neurostimulation scheme on the
same.

9
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Figure 6. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on an iEEG seizure simulated by the
Jansen–Rit neural mass model. The simulated iEEG signal with the seizure is depicted in blue, the controlled signal is depicted in
red, and the stimulation pulses are shown in green.

3.2.2. System identification with simulated iEEG data
from the model
To determine the system parameters A and α in (10),
we utilize roughly 2 s of pre-ictal activity captured by
the model. Note that here, we will only consider n= 4
channels for our proposed approach to mimic the
capabilities available in the NeuroPace® RNS® device.
Applying the methods in [16] yields the following
FOS parameters:

A=


0.2969 −0.0203 −0.2922 0.0587
0.2574 −0.1726 −0.1905 0.1535
0.5348 −0.1066 −0.3471 −0.0169
0.4007 −0.6752 0.0044 0.3186

 ,
(11)

and

α=
[
0.8114 0.8334 0.8034 0.8413

]T
. (12)

Additionally, we consider a single control signal
uk that affects all the channels equally, i.e. B=[
1 1 1 1

]T
and the matrix of weights Bw =

0.05I4, with I4 being the 4× 4 identity matrix.

3.2.3. Closed-loop electrical neurostimulation using
FOS-MPC
Using our FOS-MPC neurostimulation strategy
with Qk = In, Rk = Inu , and ck = 0nu×1 (with n= 4
and nu = 1), and safety linear constraints of
−100 ≤ uk≤100, we find from figure 7 that our pro-
posed approach successfully suppresses seizure-like
activity using a (time-varying) impulse-like stimu-
lation scheme. In this case, we use a (p= 10)-step
(20 ms) predictive model approximation of the FOS
plant (see Supplementary Material), with a (P= 10)-
step (20 ms) prediction horizon, and (M= 8)-step
(16 ms) control horizon. Here too, the actuation sig-
nal uk kicks in at about the 4 s mark.

3.3. Epileptic seizure simulated by the Epileptor, a
phenomenological model of seizures by Jirsa
et al [63]
Next, we investigate the performance of our proposed
approach on the Epileptormodel [63], which is a phe-
nomenological model able to accurately reproduce
the dynamics of a wide variety of human epileptic
seizures recorded with iEEG electrodes.

3.3.1. Brief description of the model
The Epileptor is a mathematical model proposed
by Jirsa et al in [63] and is based on analyzing
experimental readings of iEEG seizure discharges
in various human and animal subjects. At its core,
the model consists of six coupled ordinary differ-
ential equations in three time scales that are suc-
cessfully able to model bistable dynamics between
alternating fast discharges and inter-ictal activity,
spike-and-wave events (SWEs), and the evolution
of the neural populations through the phenom-
ena of seizure onset and offset—see Supplementary
Material for a description of the Epileptor model. In
what follows, we will use the simulated seizure data
obtained from the Epileptor model and implement
our closed-loop MPC neuromodulation scheme
on it.

3.3.2. System identification and parameter estimation
Todetermine the parametersA andα thatmodel both
spatial coupling and fractional coefficients, respect-
ively, that craft the evolution of the state dynamics
in (10), we use the method proposed in [16] Here,
like the Jansen–Rit model, the system is SISO, and
hence A and α are scalars. The parameters obtained
are A=−0.0051 and α= 1.0614. Furthermore, we
assume that B= 1 and Bw = 0.25.

10
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Figure 7. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on an iEEG seizure simulated by the traveling
wave dynamics model proposed in [62]. The simulated iEEG signal with the seizure is depicted in blue, the controlled signal is
depicted in red, and the stimulation pulses are shown in green.

3.3.3. Closed-Loop electrical neurostimulation using
FOS-MPC
We implement our FOS-MPC neurostimulation
strategy with Qk = In, Rk = Inu , and ck = 0nu×1

(with n= nu = 1) and safety linear constraints of
−50≤ uk≤50. In this case, our predictive model was
based on a (p= 20)–step predictive model approxim-
ation of the FOS plant, with a (P= 20)-step predic-
tion horizon and (M= 10)-step control horizon—see
Supplementary Material. The results are presented in
figure 8, which provide evidence that the proposed
stimulation strategy allows us to achieve amplitude
suppression for a seizure simulated by the Epileptor
model with standard parameter values.

3.4. Seizure suppression on real seizure data
collected from subjects suffering from epilepsy
3.4.1. Overview of our proposed approach
Lastly, we will adopt a data-driven approach,
where the underlying model is assumed to be a
fractional-order system, on which a FOS-MPC will
be considered. Specifically, we test our FOS-MPC
strategy under the assumption that the underlying
model is fractional in nature, and, as a consequence,
captures the evolution of real epileptic seizure data
collected from three subjects at the Penn Center
for Neuroengineering and Therapeutics, University
of Pennsylvania, with four channels depicting the
seizure onset. Notice that the sACF of the seizure
time series for the first subject in figure 5 further
suggests the dependence of the current system states
on several past states for time series data of epileptic
seizures collected from subjects suffering from the
disease.

3.4.2. System identification and parameter estimation
We utilize roughly a second of ictal activity in order
to determine the system parameters A and α in (10)
using themethod proposed in [16]. Here too, we con-
sider n= 4 channels. The heatmaps of the values of
A and α obtained by performing system identifica-
tion on the seizure time series data of the three sub-
jects are depicted in figures 9 and 10, respectively. We
also consider a single control signal uk with the mat-

rix B=
[
1 0 0 0

]T
for subjects 1 and 2 and B=[

1 1 1 1
]T

for subject 3. The matrix of weights
Bw is assumed to be Bw = 0.2I4, where I4 is the 4× 4
identity matrix.

3.4.3. Closed-loop electrical neurostimulation using
FOS-MPC
Next, we use our proposed FOS-MPC neurostimu-
lation strategy with Qk = In,Rk = Inu , and ck = 0nu×1

(with n= 4 and nu = 1) and safety linear constraints
of −1000≤ uk≤1000 for all the subjects. We use a
(p= 10)–step (approximately 19.53 ms) predictive
model approximation of the FOS plant (see Supple-
mentary Material), with a (P= 100)-step (approxim-
ately 195.31 ms) prediction horizon and (M= 80)-
step (approximately 156.25 ms) control horizon for
all the simulations. In all of the cases that we consider,
the actuation signal uk is activated 4 s into the start
of the simulation. From the figures 11 to 13 we find
that we are successfully able to perform amplitude
(i.e. seizure) suppression for all the subjects using our
proposed approach.We refer the reader to the Supple-
mentaryMaterial for additional results of our scheme
on the first subject when the actuation is done in the
pre-ictal and post-ictal zone of the seizure depicted
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Figure 8. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on an iEEG seizure simulated by the Epileptor
model. The simulated iEEG signal with the seizure is depicted in blue, the controlled signal is depicted in red, and the stimulation
pulses are shown in green.

Figure 9.Heatmaps of the Amatrix for the three subjects considered in our neuromodulation scheme.

in figure 1. This is done so as to provide further evid-
ence that a timely injection of the disruptive stimulus
is key, which drives home the need of a closed-loop
framework. We also provide results of our scheme for
the second subject for varying values of the B matrix
encapsulating dedicated channel stimulation.

4. Discussion

We presented a methodological framework toward
real-time feedback control with constraints for
neurophysiological systems. Specifically, we pedago-
gically introduced a MPC approach when the neuro-
physiological process can be modeled by a FOS. In

doing so, we focused on neurostimulators for epi-
lepsy, and using systems with seizure-like charac-
teristics, we showed that the stimulation strategies
obtained by the proposed framework enabled us
to mitigate the epileptic seizures. Although we have
focused mainly on neurostimulation for epilepsy, we
believe that the proposed framework can be readily
applied to other forms of neurostimulation with an
adequate change in the optimization problem (i.e. in
the objective function and constraints).

4.1. Methodological considerations
Unfortunately, there are no widely accepted mod-
els for brain dynamics in either healthy or disease

12
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Figure 10.Heatmaps of the fractional-order coefficients α for the three subjects considered in our neuromodulation scheme.

Figure 11. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on iEEG seizure data collected from the first
subject with epilepsy during the ictal period. The simulated iEEG signal with the seizure is depicted in blue, the controlled signal
is depicted in red, and the stimulation pulses are shown in green.

regimes. As a consequence, we can only argue that
fractional-order dynamics has been observed to
hold at the level of the neuron [56] and ensembles
of neurons as characterized by iEEG techno-
logy [10, 13, 15–17].

Furthermore, as suggested by our simula-
tions, some of the adopted models (the Jansen–Rit
model [61], the spatiotemporal model of Martinet
et al [62], and the Epileptor model [63]) exhibit
properties that are well captured by FOSs as depic-
ted in figures 2, 3, and 4, as well as in real data
(see figure 5) that aligns with previous findings [54,
55]. We can further argue that the behavior cap-
tured by the aforementioned technology is local [50].
Subsequently, the local interactions of the elec-
trical stimuli deployed will be immediate, despite

the stimulus propagation potentially being aniso-
tropic, which is captured in the proposed model.
That said, the best-known models for the analysis
of iEEG activity in both healthy and disease regimes
are cortical column-like [61, 79], which sometimes
fail to incorporate external stimuli as anything other
than a persistent noisy stimulus to account for the
observed random fluctuations in the data, possibly
due to local interactions of the neurological tissue.
This is a situation that we have also considered in
the simulations conducted in the Simulation Results
section.

There are also two key challenges when dealing
with noisy data and the proposed FOSs: (i) system
identification, and (ii) determining the feedback con-
trol parameters toward practical performance. First,
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Figure 12. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on iEEG seizure data collected from the
second subject with epilepsy during the ictal period. The simulated iEEG signal with the seizure is depicted in blue, the controlled
signal is depicted in red, and the stimulation pulses are shown in green.

Figure 13. Results of the proposed FOS-MPC closed-loop neurostimulation strategy on iEEG seizure data collected from the third
subject with epilepsy during the ictal period. The simulated iEEG signal with the seizure is depicted in blue, the controlled signal
is depicted in red, and the stimulation pulses are shown in green.

determining the fractional-order coefficients are
known to be sensitive to noise, which consequently
will preclude the determination of the coupling state
matrix, as spatial and temporal components can be
surrogate to each other. In other words, for data that
is not justified by the fractional-order coefficients that
capture the long-term behavior in time, some system
identification method will be used to determine the
coupling state matrix to try to account for some of
the additional error [80], thus inevitably introducing

some bias. Ultimately, despite the existence of meth-
ods that try to account formost of the noise while try-
ing to guarantee the FOS to be stationary [9, 16], and
considering the highly dynamic nature of brain activ-
ity, it becomes imperative in practice to re-identify
the system in a timely fashion. This allows models
based on fractional-ordered systems to be accom-
modated within the MPC framework proposed, pur-
posefully introduced in this paper for time-varying
systems for that future objective. Nonetheless, we
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would also like tomention here that typically, patients
with stereotypical and well-localized seizures are
the ones that are generally considered to be good
candidates for neurostimulation device implants.
This implies that off-line calibration of paramet-
ers is also an alternative for system identification
given we know how the system behaves at seizure
onset [81].

4.2. Computational implementation remarks
Any control scheme that requires computationally
demanding large-scale optimization methods to be
involved, will, in turn, require some form of approx-
imation in order to increase computational efficiency
and to enable true real-time control of the system
(see Supplementary Material). As such, it is imper-
ative to understand the trade-offs in computational
performance involved when using such approxima-
tions, which naturally depend from system to system.

The actual dynamics of the brain are highly non-
linear and time-varying. For this reason, it is cru-
cial to re-identify the fractional-order parameters
in our predictive model in a real-life implementa-
tion of our proposed strategy. Furthermore, consider-
ing recent advances regarding MPC implementations
on fast-sampled systems [65], we are confident that
our strategy is suitable to be programmed into low-
powered and low-memory implantable devices sim-
ilar to the RNS® system. For example, when we are
working with the data derived from the first subject,
we executed our algorithm inMatlab R2018a running
on an x64-based PC with an Intel® Core™ i7-7500U
CPU at 2.70 GHz and 16 GB of RAM. The mean run-
ning time of the script averaged over 100 runs for
each sampled data point was 3.93 ms. With further
optimization of our code, we believe that a transla-
tion to a lower-level language such as C would lead
to a rule-of-thumb 10× improvement in speed. Sub-
sequently, further translating the latter into hardware
can give us another possible 2× speed improvement.
Furthermore, the recent development in the techno-
logy of neurostimulators such as Medtronic’s Activa™

RC+S stimulator allows for a cloud-based real-time
platform for seizure detection and neurostimula-
tion [82]. In this way, we are not limited by the
actual computational power of the neurostimulation
device.

Lastly, it should also be noted that in the pro-
posed FOS-MPC stimulation strategy, there are still
some design parameters that need to bemanually cal-
ibrated, such as the prediction horizon P, the con-
trol horizonM, the memory horizon p, and the input
energy penalization weight ε > 0. Notwithstanding,
there is a considerable theoretical foundation dedic-
ated to studying the design of MPC algorithms that
achieve stability, robustness, and other performance
guarantees [65, 83–85]. This body of results may be
used to guide and systematize the parameter calibra-
tion stage under a sound and justifiable basis.

4.3. Implications for real-time brain-responsive
neurostimulation
Brain-responsive electrical neurostimulation (i.e.
closed-loop control electrical stimulation) is key to
addressing variations in brain signals that are associ-
ated with abnormal behavior. Nonetheless, without
the capability of assessing the evolution of the sys-
tem’s dynamics, we will be limited to reactive neur-
ostimulation, i.e. to respond to the last observed state
and as a consequence, we will not be able to anticipate
the impact of an electric stimulation strategy in the
evolution of the brain activity. Such a lack of capab-
ilities may lead to a situation where the stimulation
strategy may rather amplify or even create abnormal
brain activity that the brain would otherwise resolve.

Even if event-triggered open-loop strategies could
be effective in regulating brain activity and mitig-
ating the evolution of seizures (or in minimizing
their duration), there is no guarantee or evidence
that they would be as energy-efficient as true closed-
loop strategies. In other words, the neurostimulator
will likely be required to actuate (i.e. release elec-
trical stimulus) more often, with a higher amplitude,
and for longer periods of time than with closed-loop
mechanisms. Ultimately, this will lead to neurostim-
ulation devices that would do a better use of bat-
tery resources whichwould lead to increased duration
periods without the need to replace the battery. As a
consequence, this would require the patient to take
surgery for the replacement of the battery less often,
which will improve the patient’s quality of life. Fur-
thermore, themore frequent and unnecessarily exten-
ded periods of electrical stimulation may cause addi-
tional discomfort that may similarly deteriorate the
patient’s quality of life [67].

It is also instructive here to note that in closed-
loop neuromodulation systems that provide respons-
ive therapies to neurodegenerative disorders, the
stimulus signal can be detected by the sensing equip-
ment, thus causing what are known as stimulation
artifacts that can obfuscate distinctive attributes of
the neural signal that is being modulated. However,
a compelling body of work provides us with ways of
dynamically removing these artifacts, which leads us
to conjecture that our proposed algorithm can also
be used in conjunctionwith the aforementioned tech-
niques [86–89].

4.4. Implications for the understanding of brain
activity
Several computational models, statistical evidence,
and theories have been put forward as attempts to
allow us to understand the brain and its dynam-
ics [90–93]. Nonetheless, the gap between these and
in vitro or in vivo validation is still overwhelming. The
proposed framework has the advantage to not only
assess the data offline but to also interact with the sys-
tem to collect further data toward the understanding
of the input–output relation. As we interact with the
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neural tissue through electric stimulation in a real-life
context, wewill be able to validate how good themod-
els are and change them in real-time by performing
system identification with the new data collected by
the proposed implantable neurostimulators.

Ultimately, this will provide the validation of
FOSs used, which allow for a compact spatiotemporal
representation. Specifically, the fractional-order coef-
ficients will enable us to understand the self-dynamics
and non-stationary dependency on the past, which is
ultimately due to the underlying neurophysiological
process. Therefore, this will provide further evidence
or new insights into current self-organization theor-
ies [7, 94–96]. On the other hand, the dynamic coup-
ling will enable us to understand the spatial depend-
ency on different regions, dynamics, and their change
upon an electrical discharge. In particular, it will
enable us to easily track the evolution of the electrical
stimulus deployed in a heterogeneous and anisotropic
environment.

5. Summary and future outlook

Advances in computational processing power made
in the last 10–20 years have made the prospects of
turning into reality technology that was theoretically
devised and previously impossible to implement in
real-life. MPC and FOS-based technologies both fall
under this category and have thus been significantly
overlooked in the industry. However, both of these
are growing in popularity amongst certain research
communities, and some predict a considerably more
widespread impact than originally thought.

The present work lays down a framework and a
road-map toward real-time feedback electrical neur-
ostimulation for epilepsy, as a concrete attempt to
bring into the biomedical science and engineering
community a new tool, in the hopes that it might
positively impact society. Furthermore, it aims to
pinpoint some limitations and drawbacks of cur-
rent event-trigged open-loop stimulation strategies
(i.e. they can be inefficient or even cause seizure-
like activity). As a consequence, it serves as a call
for action from neurophysiologists and engineers
that work with neurostimulation (as well as DBS)
devices, toward validation in in vitro and in vivo
scenarios.

Not with standing, the validation does not suffice
to establish a framework since there are several found-
ational problems that need to be addressed. Specific-
ally, the robustness of the stimulation strategies with
respect to the parameters of the models (e.g. the
dynamics and the stimuli deployed, as well as the
approximations considered to attain real-time stim-
ulation) in devices with low storage, and limited bat-
tery and computation capabilities. Toward this goal,
only transdisciplinary work between scientists and
engineers will lead to success that ultimately will be
reflected in the improvement of the quality of life

of the patients with neurological disorders (e.g. epi-
lepsy).
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